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The analysis presented in this preliminary report was carried out by the experts of the EFSA Working Group for the revision of the bee guidance (i.e. EFSA staff, bee and exposure experts and regulators) with the external support of a PPR Panel member with expertise in modelling.

This preliminary report is provided to risk managers for the next step of the consultation on the specific protection goals to progress with the review of the EFSA (2013). A full analysis will be reported and published in a dedicated technical report.
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Summary

Risk managers agreed that background variability in colony size can be used for defining Specific Protection Goals for honey bees

This document describes a method for defining Specific Protection Goals (SPGs) for honey bees by deriving the SPGs from the background variability of colony sizes. It allows risk managers to set SPGs which contain the impact of pesticides on the number of bees within the range of the background variability of the colony sizes.

In the context of the definition of SPGs for bees, risk managers asked EFSA to provide scientific background to support them in their decision-making process about what needs to be protected and to what extent. Among the four approaches that EFSA developed, the risk managers indicated that the derivation of a threshold of acceptable effects on colony size based on their variability (i.e. approach #2) was the preferred option for honey bees. This approach assumes that when evaluating a pesticide, the magnitude of acceptable effects should be set within the range of the background variability of colonies not exposed to pesticides. In this way, it is assumed that any impact on the provision of the ecosystem services depending on honey bees would also remain within the background variability.

EFSA used BEEHAVE to assess background variability of colony size in multiple scenarios

The analysis was performed with the BEEHAVE computer model in nineteen EU environmental scenarios covering a range of geographical, climatic, and beekeeping conditions. For each scenario, 500 replicate simulations were run under equal conditions. Each replicate showed the dynamics of a honey bee colony over one year, in situations where the bees were not exposed to any pesticide. The outcome of the simulations for each scenario is conceptually comparable to the observations of replicate hives in the control group of experiments field studies, which are the reference for the risk assessment for bees.

The background variability allows risk managers to set the level of protection for colonies exposed to pesticides

Plotting the modelled development of the colony sizes over time gives a picture of their background variability. From the variability distribution two elements are of interest: the mean colony size and the lower end of the distribution. The difference between these two values defines the extent to which the size of a colony can be reduced because of background variation. In practice, the knowledge of the shape of the distribution curve allows limits to be set for the reduction in colony size caused by exposure to pesticides. Variations within the limited range would be considered as acceptable.

The results of the analysis are presented for the whole year as well as for each season and for each regulatory zone. A summary for the scenarios with the minimum and maximum variability is also presented, leading to percentage ranges that can inform on colony size reduction. These percentages were calculated for the full variability distribution and for several restricted variability distributions. With a more restricted variability range, the threshold of acceptable effects is more conservative. The analysis of the simulated background variability distribution shows that a large fraction of the total variability is caused by a limited number of colonies.

Additional elements may support the decision of the risk managers: uncertainties, comparison with experimental data, and practical implementation in field studies

The model combines fixed input parameters and stochastic elements. For some elements belonging to both categories, uncertainties were identified, but could not be fully evaluated and quantified within the present work. However, a comparison was made between the model outcome and the measurements performed on control groups of experimental field studies. Such comparison shows that the model predictions were in the range of the experimental values, but there was a general underestimation of the median variability. A further analysis showed that the variability increases with increasing landscape complexity. The simulated nineteen scenarios are all characterised by a very simple land-
scape, thus confirming that variability is likely underestimated compared to the real world. In the present context, an underestimation of the variability leads to a more conservative threshold of acceptable effects.

The analysis of the background variability presented in this document should support risk managers in defining a threshold equivalent to a certain percentage reduction in colony size that is considered acceptable, in a similar way as was proposed by EFSA (2013). This threshold represents the largest acceptable mean colony size reduction that exposed colonies can suffer when compared to the unexposed colonies in the control. The threshold will be used to evaluate the field studies; therefore, it should be implementable and measurable. The selected threshold of acceptable effects will determine the requirements for the design of field studies. This document makes explicit the link between the threshold and the complexity of the study design, along with a benchmarking of recent state-of-the-art field studies described in the scientific literature.
1. **Background**

In the context of the definition of Specific Protection Goals (SPGs) for bees, risk managers asked EFSA to provide scientific background to support them in their decision-making about what needs to be protected and to which extent. In the first supporting document\(^1\), published at the end of July 2020, EFSA described a set of four possible approaches developed to respond to the request.

The four approaches are possible scientific processes which risk managers could choose to determine SPGs. These approaches were developed by considering the request of the European Commission mandate to *take into account planned and ongoing discussions initiated by the Commission on defining specific environmental protection goals and review the risk assessment guidance based on the specific protection goals agreed during this process (ToR6).*

EFSA took into consideration the preliminary outcome of the action initiated in 2019 by the European Commission towards defining SPGs involving member states (MSs) and stakeholders; in particular, the positive opinion conveyed by stakeholders and MSs on the use of the EFSA framework for identifying SPGs\(^2\). Based on this preliminary outcome, EFSA deemed that a full review of the SPG defined in the EFSA bee guidance document\(^3\), involving all steps of the EFSA method\(^2\), may not be necessary and was considered outside of the scope of this mandate. In fact, the EFSA method\(^2\) for defining SPGs was already implemented in the EFSA bee guidance document\(^3\). Nevertheless, EFSA has elaborated the four approaches, along the lines of this preliminary outcome, to address the feedback from MSs on the SPGs as defined in the EFSA bee guidance document\(^3\) and to support the risk managers on the revision of some of the five dimensions, i.e. Step 3 of the EFSA method\(^2\).

The four approaches were presented on 30 June 2020 to the representatives of the MSs in a workshop organised by the European Commission. They are summarised below:

- **Approach 1** – to establish acceptable effect based on long-term colony survival;
- **Approach 2** – to derive a threshold of acceptable effect on colony size based on background variability;
- **Approach 3** – to establish acceptable effect, based on predefined levels, on colony/population size;
- **Approach 4** – to establish acceptable effect on colony/population size based on levels of acceptable impact on the provision of ecosystem services.

The scientific concepts underlying each approach, reported in the first supporting document\(^1\), were explained to risk managers and discussed during the workshop in June 2020. The pros and cons were also described along with the analysis of the feasibility of their implementation within the timeline of the current mandate.

As a result of the discussion, a large majority of the MSs expressed a preference for approach #2 for honey bees. This choice was confirmed at the meeting of the Standing Committee on Plants, Animals, Food and Feed, Section Phytopharmaceuticals – Legislation (SCoPAFF) on 16 July 2020.

EFSA presented the four approaches to the stakeholder ad-hoc group in an information session organised on the 23 September 2020.

2. **Scope of the document**

In the present document, approach #2 and its implementation are presented. It is important to bear in mind that the outcome of the implementation of approach #2 presented in this report focuses on honey bees, and cannot be used for defining SPGs for bumble bees and solitary bees, due to their different biology and ecology e.g. smaller colony size for bumble bees, solitary nesting in contrast to


\(^2\) EFSA Scientific Committee (2016) and EFSA PPR Panel (2010)

\(^3\) EFSA (2013)
colonies for solitary bees, shorter nesting periods, feeding and breeding behaviour (EFSA PPR Panel, 2012).

The implementation of the principles of approach #2 for bumble bees might be considered at a later stage after suitable models e.g. the Bumble-BEEHAVE model (Becher et al. 2018) have been evaluated according to the EFSA good modelling practices opinion (EFSA PPR Panel, 2014).

On the basis of current knowledge, approach #2 cannot be used for the bumble bee and solitary bee groups. As explained in the first supporting document, due to the lack of knowledge and data, EFSA cannot provide further scientific grounds in this document for supporting the risk managers’ decision on SPGs for bumble bees and solitary bees. Therefore, in the context of the review of the SPGs, risk managers could consider adopting a pragmatic approach for solitary bees and for bumble bees. EFSA PPR Panel (2012) suggested the application of uncertainty factors to the effect percentages identified for honey bees as a pragmatic solution.

### Summary box 1

**Non-*Apis* bees**

The analysis presented in this document is not suitable for defining the SPG for bumble bees and solitary bees.

3. General Framework for the Review of the SPG for Honey Bees

3.1. Defining SPGs Based on the EFSA Method

In 2019, the Commission initiated actions towards defining SPGs involving MSs and stakeholders on the basis of the EFSA method for defining SPGs. The EFSA method outlined includes several steps:

- **Step 1** — identification of the relevant Ecosystem Services (ES) potentially impaired by a stressor;
- **Step 2** — identification of the relevant Service Providing Units (SPU);
- **Step 3** — specification of the level/parameters of protection of the SPUs based on five interrelated dimensions: 1) Ecological entity; 2) Attribute; 3) Magnitude of the effect; 4) Temporal scale; 5) Spatial scale.

So far, the Commission has organised three workshops: two in 2019 with MSs and stakeholders separately, and one in February 2020, with both stakeholders and MSs. Generally, stakeholders and MSs were positive about the use of the EFSA framework for identifying SPGs. In the workshop in February 2020 step 1 of the EFSA method was discussed for different pesticide use scenarios. The provision of pollination was widely recognised as a key ecosystem service.

Already in the EFSA bee guidance document and in the preceding Scientific Opinion, ecosystem services and SPGs were identified and discussed with risk managers, according to the methodology proposed by the EFSA opinion for SPGs. Therefore, the methodology and the process implemented in the EFSA bee guidance document can be considered in line with the EFSA method for defining SPGs and therefore with the action initiated by the European Commission. The ecosystem services identified for the EFSA bee guidance document were pollination, food and genetic resources provisioning, and cultural services. These are in line with step 1 of the EFSA method as discussed at the workshop held with stakeholders and MSs in February 2020.

Furthermore, the EFSA bee guidance document includes, beyond honey bees covered in the current data requirements, bumble bees and solitary bees. This means that the second step of the EFSA method – identifying the SPU for the above ecosystem services – can already be considered as partially addressed. As a general remark, additional SPU may be added, i.e. other pollinators that are not covered by the EFSA bee guidance document if identified as being important to be covered by future guidance.

---

4 EFSA PPR Panel (2012)
5 EFSA PPR Panel (2010)
6 Regulation 283/2013 and 284/2013
The EFSA opinion\(^4\) suggested a specification of five interrelated dimensions of the SPG (i.e. *Ecological Entities, Attribute, Magnitude, Temporal and Spatial scale*) in line with the third step of the EFSA method\(^2\) (see Table 1 for details). These were discussed with risk managers and implemented in the EFSA bee guidance document\(^3\). Some of these dimensions may need to be discussed again by risk managers.

**Table 1. Overview of the SPGs as implemented in the EFSA bee guidance document (EFSA, 2013) and defined in the preceding scientific opinion (EFSA PPR Panel, 2012) in light of the steps described in the EFSA framework for defining SPGs (EFSA Scientific Committee, 2016).**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Step 1</strong> Definition of ecosystem services</td>
<td>Pollination, food and genetic resources provisioning, and cultural service.</td>
<td></td>
</tr>
<tr>
<td><strong>Step 2</strong> SPU</td>
<td>Honey bees, bumble bees and solitary bees</td>
<td></td>
</tr>
<tr>
<td><strong>Step 3</strong> Specification of the level/parameters of protection of the SPUs based on five interrelated dimensions</td>
<td><strong>Dimensions</strong></td>
<td><strong>Honey bees</strong></td>
</tr>
<tr>
<td><strong>Ecological Entities</strong></td>
<td>colony</td>
<td>colony</td>
</tr>
<tr>
<td><strong>Attribute</strong></td>
<td>Colony strength*</td>
<td>Colony strength*</td>
</tr>
<tr>
<td><strong>Magnitude</strong></td>
<td>Negligible – effect**</td>
<td>Negligible – effect**</td>
</tr>
<tr>
<td><strong>Temporal scale</strong>*</td>
<td>Not relevant i.e. any time</td>
<td>Not relevant i.e. any time</td>
</tr>
<tr>
<td><strong>Spatial scale</strong></td>
<td>edge of field</td>
<td>edge of field</td>
</tr>
</tbody>
</table>

*Colony strength is defined operationally as the number of adult bees in a colony (= colony size).

**negligible** in the EFSA (2013) is such if statistically distinguishable from "small effects". The effect was considered negligible when the magnitude is below 7%.

*it is important to note that the above SPGs and in particular, the Magnitude of the effect (i.e. effect sizes) have been defined principally by reference to honey bees. In the case of other bees, the same magnitude has been used as a surrogate to colony-level impacts (for other social bees, such as bumble bees) or to population abundance (solitary bees).*

***Based on EFSA PPR Panel (2010) and EFSA Scientific Committee (2016), no temporal scale is relevant if the selected magnitude is "negligible"
3.2. Implementation of the SPG in the risk assessment

3.2.1. Reference tier

The EFSA method for deriving the SPGs, and in particular EFSA PPR Panel Opinion, suggests identifying for each SPU a reference tier for developing the risk assessment scheme. The reference tier is represented by the most sophisticated experimental or modelling risk assessment method that addresses the specific protection goal, and is then used to calibrate lower tiers which are based on simpler methods that are practical for routine use. In a routine risk assessment, the reference tier would only be used when the results of the lower tiers do not demonstrate a low risk for a specific use.

In the case of honey bees, the reference tier is represented by field studies. These are experiments with a high level of realism, characterised by complex set-up and interpretation of the results. In general, these studies aim to compare at least two groups of honey bee colonies:

a) The treated group, which is exposed to the pesticide under investigation. Field studies are performed with the aim of mimicking realistic conditions. This implies that the pesticide under investigation is applied to a crop that the honey bees have access to for collecting pollen and/or nectar. The pesticide application rate, frequency and timing should be in line with the use for which authorisation is sought.

b) The control group, which is set up in the same way as the treated group with the exception that it is not exposed to the pesticide under investigation. The control group should have access to the same cropping system / field characteristics as the treatment group, but these do not receive the treatment of the pesticide being investigated.

While more complex designs are possible (e.g. combining investigations in several regions at the same time, etc.) the underlying basic principle remains a comparison between the treatment and the control group.

The reference tier should be able to address the defined SPG – in all its dimensions – by performing targeted measurement. All five dimensions of the SPG contribute significantly to the design of field studies.

The ecological entity identifies the object of the experimental observation. For honey bees, these are the colonies.

The attribute identifies the main variable to be measured. This is not necessarily the only measured variable, but it is the one driving the overall risk assessment. In the EFSA bee guidance document, this was colony strength, which was operationally defined as the number of adult bees in a colony (= colony size).

The magnitude of the effect is pivotal both in the design of the study and in the interpretation of the results. The most straightforward way to check whether the exposure to a certain pesticide caused an effect on the colony strength is to compare the arithmetic mean value of this variable in the control and in the treatment groups. A difference larger than the agreed magnitude is an indication that the SPG may not be met in the study. Furthermore, the definition of a certain magnitude influences the number of replicates needed to satisfy statistical requirements, i.e. the number of colonies and fields used in the treatment and control groups.

**Statistical considerations linked to the magnitude dimension**

Comparing the arithmetic mean value of the colony strength in the control and in the treatment groups is not sufficient *per se*, as this difference may be due to chance (type I error). To tackle this, statistical tests with a pre-defined level of confidence are often used. The comparison of mean values is also the basis of the most common statistical tools used to evaluate these studies. The concept underlying these statistical tests is to check whether the difference between the means of the treatment and control groups is larger than the difference observed within each of the two groups. If so, then the difference is “flagged” as statistically significant, meaning that the observed difference between the groups is unlikely to be due to chance, with a probability reflected by the confidence level. However, lack of significance alone does not tell much about whether the magnitude dimension of
the SPG is met. The probability that a specific study will detect as significant a pre-defined difference between the mean values of the treatment and the control (i.e. the SPG magnitude) is defined as “power”. If the power is low, then there is a high probability that a difference larger than the defined (SPG) magnitude will not be marked as significant (type II error). The power increases with larger magnitudes of the SPG and with higher replication (i.e. higher numbers of colonies and fields used in the treatment and control groups) in field studies. It follows that the selection of a certain magnitude will also drive the number of replicates needed in field studies in order to have a satisfactory power. This aspect is further discussed in section 3.4.

The spatial scale determines mainly the spatial distribution of the hives in the area used for the field study. In the EFSA bee guidance document, the identified spatial scale is the “edge of the field”, which implies that all hives in a field study should be placed in the proximity of fields where the same crop is grown for both the treatment and the control group. In the treatment, the pesticide for which authorisation is sought is applied to the crop, while in the control group the crop remains untreated.

The temporal scale is the maximum time over which single or repeated exposure events are expected to exceed the acceptable effect level that can be tolerated. In principle, this includes the duration and the frequency of the effects, along with the interval between them. The temporal scale influences the frequency of the measurements and the length of the study. In particular, the EFSA bee guidance document specified that field studies should last at least 2 brood cycles (about 42 days) as this was considered the minimum time to appropriately assess any potential adverse effect of pesticide. The EFSA bee guidance document did not include any ‘recovery option’, but the entire SPG was based on a ‘threshold option’, thus a temporal scale for acceptable effects was not considered. For field studies, this means that the difference between the mean colony size in the treatment and the control should not exceed the magnitude threshold at any time. This presents practical limitations as the colony size cannot yet be measured continuously, as discussed in section 3.3.

The ‘recovery option’ and the ‘threshold option’

These two options were first introduced for the pesticide risk assessment of aquatic organisms in EFSA PPR Panel (2013).

The ‘recovery option’ implies that transient effects above the threshold defined for the magnitude dimension may still be acceptable, if ecological recovery takes place within a defined time period. The ‘threshold option’ implies that effects above the threshold defined for the magnitude dimension should not occur at any time.

3.2.2. Tiered approach and trigger values

Risk assessment does not uniquely rely on the reference tier (i.e. field studies) as this kind of experiment is complex and resource-intensive for all parties involved, including applicants and risk assessors. Risk assessment follows a tiered approach, starting from lower tiers that are typically based on simple more standardised laboratory studies and relatively simple exposure estimate approaches. Lower tiers are routinely used as a basis for screening substances in relation to particular concerns. In such lower tier laboratory studies, effects on bees are observed and recorded on an individual basis and not as colonies as in field studies.

Once the SPG dimensions are defined and it has been verified that these can be addressed in the reference tier, all different tiers of the risk assessment need to be calibrated accordingly.

Such a calibration exercise entails several steps, which allow linking standard endpoints such as L(D)D₀ to a reduction in colony size (SPG attribute of the identified ecological entity) equivalent to the acceptable effect (SPG magnitude) for a temporal scale defined on the basis of the exposure length in the

---

7 lethal (daily) dose for 50% of the tested individual bees. Typical endpoint from laboratory studies with bees.
laboratory study (i.e. acute and chronic). The calibration, performed once all the SPG dimensions are defined, results in the definition of trigger values.

For the actual lower tier risk assessment, a risk quotient is calculated from the ratio between the dose equivalent to the standard laboratory endpoint (e.g. L(D)D50) and the exposure predicted for the specific use of the substance, which accounts for the spatial scale of interest. The risk quotient is then compared to the trigger values described above. Hence, trigger values can be considered as thresholds that, if not exceeded by the risk quotient, guarantee the respect of the SPG. If trigger values in lower tiers are not exceeded, no further investigation is necessary, whereas if they are exceeded, higher tier risk assessments may be needed to further investigate whether the SPG is met.

3.3. SPG dimensions with Approach #2

As described in the first supporting supporting document, approach #2 is based on the analysis of the background variability of honey bee colony size. The analysis aims to define an operating range (OR), i.e. the range of honey bee colony size given by their background variability. The term “background” reflects that the analysis does not consider exposure to pesticides (e.g. like “controls” in experimental field studies).

Approach #2 does not require a complete revision of the SPG, i.e. a revision of all 5 dimensions (i.e. ecological entity, attribute, magnitude of the effects, spatial scale, temporal scale) implemented in the EFSA (2013). By selecting this approach, the MSs implicitly confirmed that the ecological entity is the colony and that the attribute is the colony strength.

The spatial scale implemented in EFSA (2013) is the edge of field. This means that the exposure estimation considered uniquely the colonies that are located at the edge of treated fields, i.e. those colonies that are likely to be most exposed among the ones in the area of use of a certain pesticide. The colonies living in the remaining hives (farther away from fields) are thus automatically protected. While in principle the exposure estimation could explicitly include all colonies (also the ones far from the treated fields), this has severe limitations in its practical implementation in the risk assessment. The level of exposure is likely to be influenced, among other things, by the distance between the hives and the treated field(s). Since the actual location of all bee colonies in Europe relative to agricultural crops is unknown (and likely not constant in time), implementing this approach in the risk assessment is unlikely to be feasible. The edge of field is the common spatial scale in the risk assessment for non-target organisms. This was also explained in Appendix A of the first supporting document.

By selecting approach #2, the risk managers implicitly agreed to revise mainly the definition of the current magnitude of effect and to implement a suitable temporal scale for the higher tier studies. As reported in Table 1, in the EFSA bee guidance document, the magnitude of effect was agreed as ‘negligible’ and it was defined based on experts’ judgement as colony size reduction < 7%, more specifically in the range of 3.5%-7%.

The EFSA Scientific Committee (2016) suggests avoiding using the terms ‘negligible’, ‘small’, ‘medium’, ‘large’ as descriptors of the magnitude of effects because these terms can be considered vague and qualitative.

The experts in the Working Group drafting the EFSA bee guidance document unanimously agreed that “a proportional reduction in colony size of greater than one-third would be likely to compromise the viability, pollinating capability and yield of any colony; this consideration was used to define an effect as ‘large’”. This definition is generally accepted and not questioned, as it is rooted in a clear biological threshold (i.e. colony viability).

The current quantitative definition of “negligible effects” is also based on valuable experts’ judgment. However, in contrast to the definition of “large” effects, assigning boundaries to this qualitative effect

---

8 The object of the analysis was initially referred to as “natural variability”. Following some relevant comments from MSs, EFSA changed the terminology to “background variability”. This was done to clarify that the focus is not on colonies living in wild conditions. On the contrary, the focus is on managed honey bee colonies, like those that are likely to be used in field studies.
class may be disputable, as it is not rooted in any clear biological threshold. Therefore, any attempt to quantitatively define "negligible" may lead to a controversial outcome, as demonstrated by the debate that occurred regarding the implementation of the EFSA bee guidance document3.

The quantitative definition of the intermediate classes for "medium" and "small" effects were arbitrarily set at even intervals in the range between "large" and "negligible", but cannot be substantiated further. The term “threshold of acceptable effects” was introduced with approach #2 because it is difficult to establish consensus on an undisputable scientific definition of qualitative class effects such as "negligible", "small", and "medium". Furthermore, the term “acceptable” is also in accordance with Annex II, point 3.8.3 of Regulation (EC) 1107/2009. Therefore, the concept of “acceptable effect” is considered as more suited in this context than any qualitative definition of effect class.

With approach #2, the magnitude of the effect on colony size is informed by the expected background variability (see section 3.3.1).

With approach #2, no explicit consideration is given to the temporal scale of the assessment, as the operating range is quantified in a continuous manner. In principle, this can be interpreted as an indication that the temporal scale of acceptable effects is not relevant, since any possible effect following the exposure to a pesticide should remain at a level indicated as acceptable at any time.

In practice, a temporal scale may be defined on the basis of practical limitations in the field studies (i.e. the reference tier). A continuous measurement of the colony size is not practically feasible yet, nor is it advisable to inspect the colonies too frequently, as this creates stress for the bees which would affect the results of the experiments. Until less invasive techniques become available, it is good practice to inspect the hive no more often than every week (see EPPO, 2010). Hence, in the time between two monitoring points, possible transient effects greater than the defined threshold could occur without being measured; however, the SPG can be considered met if the threshold of acceptable effects is not breached at the two monitoring time-points.

An alternative possibility, based on the biology of bees, could be to set the relevant temporal scale of acceptable effects as equal to one honey bee worker brood cycle (21 days). This is because it may be considered acceptable to have transient effects if these are compensated by the new generation of worker bees. However, this possibility should be carefully considered because if, for example, the transient effect over the 21 day occurs during the flowering period of the treated crop, pollination of the crop may be affected.

Even if temporal scale may, in practice, be part of the SPG definition, it will not have an impact on the calculation of the trigger values.

### 3.3.1. Informing the definition of the “magnitude” dimension using the concept of operating range (OR)

As explained in section 3.2, the SPG dimension related to the magnitude of acceptable effect can be directly measured in the reference tier (i.e. field studies) by comparing the mean colony sizes of the treatment and control groups. Effects are considered acceptable only if the mean colony size of the treatment group is not decreased by more than the magnitude dimension of the SPG, which is calculated relative to the mean colony size of the control group. Thus, the mean colony size in the control group should be taken as the reference.

The OR estimated with approach #2 considers uniquely colonies in the control group. The relative difference between the mean colony size and the lower limit of the OR informs on the maximum difference that can be caused by background variability. As such, the relative difference between the mean and the minimum, or any value between these, can be used to inform the definition of the magnitude of the acceptable effect of pesticides on colony size.

In summary, the following aspects should be considered:

- In the present analysis, honey bee colony dynamics are simulated over one year using the BEEHAVE model (see more about the use of this model under section 4.1).
• Simulations were carried out for 500 replicate control colonies in each of the considered scenarios (see more about the scenarios under section 4.2) allowing for assessing variability in size.

• The OR may consider the full variability range (hereafter “full operating range” or FOR), or it could be “restricted”, by selecting a narrower range (hereafter “restricted operating range” or ROR), which excludes the colonies with lower size. The narrower the ROR, the smaller is the difference between the mean and the lower limit of the OR. Hence, the narrower the range, the smaller the magnitude of the acceptable effect.

• The part of the OR relevant for approach #2 is only the one below the mean, i.e. colonies that present a lower size compared to the mean. The part of the range above the mean is never considered in this approach, because there is no interest in imposing a limit on a beneficial effect, i.e. increase in colony size.

• The results are presented in terms of average variability over the entire simulated year, along with average variability over each season (spring: March-May; summer: June-August; autumn: September-November). The variability over winter was not considered in isolation, as measurements of colony size during this season are generally not performed.

Within this report, different operating ranges are defined by either the percentage fractions of colonies retained in the operating range or, which is equivalent, by the percentiles of the variability used as lower limit. For instance, when a fraction of 95% of colonies are retained in the restricted range, the lower limit would correspond to the 5th percentile of the full operating range.

The resulting difference between the mean of the colony size and the lower limit of the OR – irrespective of this being a FOR or a ROR – is always referred to as a percentage difference. The concept is graphically illustrated in Figure 1.

![Figure 1: The full operating range (FOR) is depicted in the upper-most plot on the left as a green area. The green area represents the variability of the number of bees in the individual model hives. The variability area can be described by a percentile scale, whereby the value 50 is assigned to the median and the value 0 represents the lower end of the variability distribution. Setting the lower limit of the operating range to values higher than 0 leads to a corresponding exclusion of colonies from the operating range. Likewise, this leads to a decrease of the distance between the mean (red line) and the lower end of the operating range area (see green areas in the other plots on the left, i.e. restricted operating ranges). This distance is calculated...](image-url)
for every day of the year and then averaged over the entire year or over one season. The resulting average distance is expressed as a fraction of the mean value of bees (% of the mean).

The plot on the right side shows the effect of setting the lower limit of the operating range at values from 0 (no restriction) to 50 (all colonies below the median excluded):

- the higher one moves up the percentile scale, the more colonies are excluded
- likewise, the average distance between mean and lower end of the operating range decrease from its maximum value at percentile 0 to its minimum at percentiles close to 50.

### Summary box 2

**Definition of the SPG**

The level of protection is defined by 5 dimensions i.e. Ecological Entities, Attribute, Magnitude, Temporal and Spatial scale, with a high degree of certainty in the case of pesticides.

The dimensions were defined in the EFSA PPR opinion (2012) and implemented in the EFSA (2013) after risk manager consultation.

**Principles of Approach #2**

It does not require a full revision of the SPG implemented in the EFSA (2013), but could be limited to the dimension “magnitude of effects” and “temporal scale”.

**Magnitude dimension**

The concept of “acceptable effect” was considered more suitable than any definition of effect class for the generic descriptor of “negligible”, “small”, “medium”.

The analysis of the background variability in approach #2 informs on the definition of the magnitude dimension as the threshold of the acceptable effect on colony size reduction.

**Temporal scale**

Approach #2 does not consider explicitly any temporal scale, which can be interpreted as an indication that the threshold for acceptable effects (magnitude dimension) should not be exceeded at any time.

Practical limitation in the reference tier (i.e. field studies) suggests that more practical temporal scales can be based on either:

- The minimum interval between colony inspections (1 week)
- The length of a honey bee brood cycle (21 days)

**Consequences for risk assessment**

1) When effects of a pesticide observed in higher tier studies are above that threshold, the SPG is considered not met.

2) Since the lower tier risk assessment is calibrated to be compliant with the SPG, when the trigger values are breached, the SPG is not met.

### 4. Materials and methods

The analysis makes use of both modelling approaches and experimental data from literature and pesticide dossiers. For the modelling part, the BEEHAVE model (Becher et al. 2014) has been used. The experimental data from literature and pesticide dossiers are hereafter referred to as “external data”, to highlight that these were produced independently of the model simulations.

Exploring the background variability of honey bee colony size using experimental data is in principle possible, but studies carried out with this scope are not readily available. In addition, experimental studies have other practical limitations:

1) colonies cannot be continuously monitored, and increasing the frequency of measurements also increases the level of stress to bees, altering the measured outcome;
2) the number of replicates that can be monitored is limited by the budget and other practical constraints of the study setup;

3) similarly, the possibility to analyse variability in different settings is subject to a big experimental effort, which requires significant investment in terms of time and economic resources.

In view of the limitations of the experimental approaches in isolation, EFSA considered that the task could be performed with the support of modelling. External data were used for calibration of the model and to check the plausibility of the final model predictions.

4.1. The use of the BEEHAVE model

The BEEHAVE model (Becher et al. 2014) simulates hive population dynamics by considering environmental factors, such as weather conditions, distance to flower patches and food availability. The model can also simulate the effects of infectious agents, like the Varroa mite and two associated viruses.

The model was evaluated by the EFSA PPR Panel in 2015. The EFSA PPR Panel considered the conceptual model of BEEHAVE and the links between processes and variables logical and concluded that “the validation of the BEEHAVE model for the original use fits quite well with the criteria required in the good modelling practice opinion (EFSA PPR Panel, 2014)”. The overall conclusion of the evaluation was that “BEEHAVE performs well in modelling honeybee colony dynamics”.

On this basis, the EFSA WG has considered BEEHAVE the most appropriate model available for investigating the background variability of honey bee colonies in different environmental scenarios.

Nevertheless, the EFSA WG acknowledged and carefully considered the shortcomings identified by the PPR Panel. The main limitation, i.e. that BEEHAVE is unsuitable for regulatory risk assessment, was deemed not relevant for the purpose of approach #2. This is because, in the analysis of the background variability of colonies, exposure to pesticides is not simulated, as risk from pesticides as a stressor is not evaluated.

Other limitations identified, which were considered relevant for the present exercise, have been fixed or mitigated. However, some other aspects could not be addressed within the scope and the timeframe of the current work. Possible sources of uncertainties related to those aspects are reflected in this document in section 6.

It is important to note that, following the evaluation of BEEHAVE in 2015, EFSA outsourced the development and validation of a mechanistic agent-based model (ApisRAM project), to assess risks to honey bee colonies from exposure to pesticides under different scenarios of combined stressors and factors (EFSA, 2016). Among the aims of ApisRAM there is an explicit willingness to overcome the limitations identified for BEEHAVE, particularly the lack of a pesticide module. In this view, the use of ApisRAM would provide benefits also for investigating the background colony variability as proposed in approach #2. However, ApisRAM is still under development, therefore it was not possible to propose it for the present exercise (see section 6.5 for more details on the use of ApisRAM).

Overall, in May 2020 the EFSA WG concluded that the use of BEEHAVE represented the best option currently available for the scope proposed with approach #2.

**Summary box 3**

*Why analyse the background variability with the support of modelling?*

- The practical limitations of field studies prevent a comprehensive analysis of the colony background variability, while this can be performed with the support of models simulating the colony dynamics (e.g. in-hive processes, feeding behaviours etc).

---
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The BEEHAVE model was evaluated in 2015 by the EFSA PPR Panel, who considered it suitable for simulating colony dynamics and therefore this model was selected for this analysis as the best available option.

4.2. Environmental scenarios

Honey bee colonies behave in different ways depending on the environmental context they are part of. As a consequence, the background variability in colony sizes can also vary, resulting in different operating ranges for different environmental contexts. In order to cover a realistic range of the different European conditions, EFSA superimposed a 5x5 grid over the map of the EU, leading to 25 cells of equal size. 5 grid cells only contained sea. For the remaining 20 cells, EFSA randomly selected one location per cell and attempted the construction of related environmental scenarios for running model simulations in each one of them.

The exercise was carried out for 19 of the 20 locations: for the northernmost location, close to Kittilä (Finland), no successful scenario calibration was achieved, probably due to the rather extreme climatic conditions north of the Arctic Circle.

To ease the interpretation, in this report results are presented for six scenarios\(^\text{10}\). These scenarios represent the highest and lowest colony size variability – calculated as mean coefficient of variation over the entire year – in each of the three regulatory zones. The variability in the other scenarios is generally intermediate between those reported here. The locations corresponding to the scenarios used in this report are illustrated in red in Figure 2.

![Figure 2: locations corresponding to scenarios used for the analysis of colony size variability. For scenario E5, no successful scenario calibration was achieved. The six locations marked in red are those corresponding to the scenarios reported in this document. They are the scenarios with the highest and lowest colony size variability in each of the three regulatory zones.](image)

4.3. Description of the scenarios

BEEHAVE uses a large number of parameters to describe the complex interactions within the colony and between the colony and the surrounding environment. Most parameters were left unchanged with respect to the default setting used in Becher et al. (2014).

\(^{10}\) Results for all 19 scenarios will be included in a technical report (in preparation). However, they can be provided at any time, in case Risk Manager would like to have a more in-depth assessment of the results.
However, several aspects were modified ad-hoc to define the scenarios. Some aspects were adjusted for each scenario in order to describe their specificity, while others were kept constant across the scenarios. A brief overview of the elements that were considered to define the environmental scenarios is reported in Table 2.

Table 2: overview of the elements describing the environmental scenarios used in the BEEHAVE simulations

<table>
<thead>
<tr>
<th>Main area</th>
<th>Item</th>
<th>Scenario-specific</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foraging / climate</td>
<td>Foraging hours per day</td>
<td>Yes</td>
<td>Temperature and irradiance (i.e. measure of sunlight) for the years 2005-2016 have been used to estimate the maximum number of foraging hours for any day of the year and for each scenario. For further details see section 4.4.1.</td>
</tr>
<tr>
<td>Landscape structure</td>
<td>Number of patches</td>
<td>No</td>
<td>A simplified landscape with two food patches has been used in all scenarios. This is the same landscape used in the original implementation of BEEHAVE.*</td>
</tr>
<tr>
<td></td>
<td>Distance of the patches to the hive</td>
<td>Yes</td>
<td>Parameter calibrated for each scenario (see section 4.4.1).</td>
</tr>
<tr>
<td>Resource availability</td>
<td>Max availability of pollen and nectar</td>
<td>Yes</td>
<td>Parameter calibrated for each scenario (see section 4.4.1).</td>
</tr>
<tr>
<td></td>
<td>Availability of pollen and nectar in time</td>
<td>Yes</td>
<td>Adjusted to the foraging period. This was done in order to ensure longer flower availability in climates that allow longer foraging windows.</td>
</tr>
<tr>
<td>Bee biology</td>
<td>Maximal egg-laying rate of the queen over time</td>
<td>Yes</td>
<td>Adjusted to the foraging period. This was done in order to indirectly link the egg-laying with climatic variables (i.e. temperature and sunlight) that are likely having a strong influence on the onset and the offset of this activity.</td>
</tr>
<tr>
<td></td>
<td>Forager mortality rate</td>
<td>No</td>
<td>The mortality rate was calibrated by aligning the resulting forager lifespans (from age of first forage to death) to the empirical values retrieved from the literature. It must be noted that while the mortality rate was kept constant across the scenarios, the resulting lifespans were different. See section 4.4.1 for details.</td>
</tr>
<tr>
<td>Beekeeping practices</td>
<td>Amount of added fondant</td>
<td>Yes</td>
<td>Parameter calibrated for each scenario (see section 4.4.1).</td>
</tr>
<tr>
<td></td>
<td>Honey harvesting period</td>
<td>Yes</td>
<td>Adjusted to the foraging window.</td>
</tr>
<tr>
<td></td>
<td>Initial colony size</td>
<td>No</td>
<td>The average starting bee population in the simulated colonies was 10000 honey bees (±1000), which is in line with typical colony sizes used in field studies. This is also in line with the findings from Harbo (1986), who found that a similar starting population size (9000 bees) was optimal for balancing brood and honey production efficiency.</td>
</tr>
</tbody>
</table>

*Due to limited data availability, a more realistic definition of landscape scenarios based on data was not possible. However, since the EFSA WG considered that the adopted simplification of the landscape
was a crucial point, a separate analysis has been set up to explore the effect of landscape complexity on the final outcome i.e. variability in colony size as simulated by the model. The results of this analysis are presented in Appendix B.

4.4. External data

External data, mainly retrieved from literature and pesticide dossiers, were used in two different phases of the work. In a first phase, literature data were used to calibrate the different scenarios. In a later phase, other data from pesticide dossiers were used to check the plausibility of the model simulations.

4.4.1. Data used for scenario calibration

Some of the parameters listed in section 4.3 have been adjusted for each scenario to reflect their specificity. The process of adjusting these parameters is hereafter called "calibration".

The maximal foraging hours per day have been calculated following an empirical relationship based on an experimental study from Vicens and Bosch (2000), which considers temperature and solar irradiance. Location-specific data for these two climatic variables were retrieved from a JRC GIS platform. Different foraging hours per day have been calculated for each scenario. As expected, the foraging season was longer in the southern scenarios and shorter in the northern scenarios.

The availability of flowers during the year, and the presence of a latitudinal gradient in this respect, have been verified by checking several beekeepers’ calendars (e.g. Leida et al.), which are available for some areas of Europe. Data from the scientific literature were also considered (e.g. Baude et al. 2016). However, it was not possible to find any empirical relationship to link the length of the flowering season to geographical features, so these data were only considered in a qualitative way.

In order to overcome this problem, the temporal availability of food (i.e. length of the flowering season) was adjusted, in a scenario-specific way, to the length of the foraging season. Plant phenology is known to be influenced by temperature and sunlight. By linking the flowering season to the foraging one, the former has also been indirectly linked to relevant climatic variables.

A similar approach was also adopted for the maximum egg-laying rate over time, which is known to be influenced by temperature and sunlight hours. The default egg-laying rate used by Becher et al. (2014) was based on a previous model (Schmickl and Crailsheim, 2007). Their model for egg-laying was obtained by fitting data from Bodenheimer (1937), which were based on observations from Ebert (1922). Considering the time of publication, which was 17 years before the insecticide properties of DDT were discovered, it is reasonable to assume that bees were not exposed to synthetic pesticides in this study.

The forager mortality rate is implemented in BEEHAVE as a probability of dying per second spent outside the hive. The calibration in this case was not made scenario by scenario, but considering all scenarios at once. This is because the same probability of dying results in a different forager lifespan in each scenario. The reference data used for the calibration are those included in the recent review of the evidence of bee background mortality. Within this review, data from both agricultural and non-agricultural areas were considered. Studies presenting evidence that bees were exposed to insecticides were nonetheless always excluded, as laid out in the protocol drafted before the review was performed.

The calibration performed in the present work aimed to align the modelled forager lifespan, i.e. the time from the age of first forage to death, to the empirical values retrieved from the literature. The outcome of the calibration resulted in a considerably lower probability of dying than the one used in the default model implementation: from 1E-05 used in Becher et al. (2014) to 3.84E-06 used in the present work.

**Maximum food** (i.e. pollen and nectar) levels in the flowering patches, **distances from the patches**, and the amount of **added fondant** all combine to determine the energy balance of the colonies. As such, these were calibrated together by considering multiple sources of data. Since these parameters were not available for many different parts of Europe, the values in the different scenarios were set to match
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country-specific average honey yields. To this purpose, data were collected from FAOSTAT (year 2010-2018), from the EU National Apicultural Programmes of the EU Commission (2020; referred to year 2017-2018), from Chauzat et al. (2013, referred to year 2010). In addition, data from the Prevention of Honey Bee Colony LOSSes (COLOSS) project (Hatjina et al. 2014) were also consulted. Typical pollen:nectar ratios for several plant species reported in the literature have been consolidated in tables presented in Becher et al. (2016) and Agatz et al. (2019).

Food levels were also calibrated by accounting for plausible colony size in the different seasons, for example the maximal colony size in summer. A qualitative consideration of data on colony size in the different areas was obtained again from the COLOSS project (Hatjina et al. 2014), and partially from a beekeeper survey carried out by EFSA in 2020.

4.4.2. Data used for checking the plausibility of the model simulations

Data on colony size have been extracted from control colonies of 32 field studies. In particular, the data set assembled for the review of the neonicotinoids through an open call for data and systematic literature search, in addition to other pesticide dossier studies, were used for the present analysis. About 90 studies had been initially considered, but many were excluded due to either lack of details or reliability issues (e.g. application of insecticides also in the area of the control colonies, evidence of control contamination, etc.). Overall, about 2000 colony size values have been extracted from 297 time points. The variability among replicates in these control colonies was used as a reference to check the plausibility of the model simulations.

Summary box 4

**Model calibration/Environmental scenarios**

- To cover a realistic range of the different European conditions, EFSA selected several locations in the EU with a semi-randomised procedure.
- Environmental scenarios were set up for each of the selected locations. These environmental scenarios were used for running model simulations.
- The process of setting up the scenarios required definition of parameters, some of them scenario-specific, others kept constant across scenarios.
- The definition of these parameters was performed via a calibration of the model for each scenario.
- The calibration made use of literature data of different sorts.
- Other input parameters feeding the model were left unchanged with respect to the default setting used by the model's authors.
- Data from pesticide dossiers have been used to check the plausibility of the model simulations.

5. Results

The focus of the following sections is on the quantification of the colony size variability, expressed as relative percentage difference between the mean and the lower limit of the OR. Together with the full operating range (FOR) several restricted operating ranges (RORs) are presented, and these are indicated by: 1) the percentage fraction of colonies retained in the OR and by 2) the percentile of the variability used as lower limit of the OR.

As mentioned earlier, simulations were performed for 500 replicates per scenario. The results are presented in terms of average variability over the entire simulated year, along with average variability over each season (spring: March-May; summer: June-August; autumn: September-November). The variability over winter was not considered in isolation, as measurements of colony size during this season are generally not performed.

---
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5.1. Overall results of the simulations

A summary of the entire simulation exercise for the six scenarios together is presented in Table 3. The values represent the minimum and maximum percent differences between the mean colony size and the lower end of the OR based on the lowest and highest simulated background variability across all the scenarios. These values can inform on the definition of the acceptable level of the colony size reductions to be specified in the SPG.

Table 3: percentage difference between the mean colony size and the lower limit of the OR. Values are presented as the minimum and maximum across the six scenarios. The OR is presented as the whole variability (i.e. the FOR) and as “restricted” variability ranges (RORs) to various extents.

<table>
<thead>
<tr>
<th>Percentile of the variability as lower limit of the OR</th>
<th>% fraction of colonies retained in the OR</th>
<th>% difference between the mean colony size and the lower limit of the OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Full year (min-max)</td>
</tr>
<tr>
<td>Whole range (FOR)</td>
<td>100%</td>
<td>20.3% - 31.1%</td>
</tr>
<tr>
<td>5th percentile</td>
<td>95%</td>
<td>9.9% - 17.9%</td>
</tr>
<tr>
<td>10th percentile</td>
<td>90%</td>
<td>7.3% - 13.3%</td>
</tr>
<tr>
<td>20th percentile</td>
<td>80%</td>
<td>4.8% - 8.6%</td>
</tr>
<tr>
<td>30th percentile</td>
<td>70%</td>
<td>3.0% - 5.7%</td>
</tr>
<tr>
<td>40th percentile</td>
<td>60%</td>
<td>0.8% - 2.9%</td>
</tr>
<tr>
<td>50th percentile</td>
<td>50%</td>
<td>-1.4%* - 0.2%</td>
</tr>
</tbody>
</table>

* Value > mean, should not be considered for threshold derivation
While the simulations revealed no striking differences between the three regulatory zones, generally the variability tended to be slightly higher in the northern scenarios during spring (see Figure 3, top-right). In summer the variability was very high in one of the two southern scenarios, but not in the other (see Figure 3, bottom-left). A similar pattern was observed for the central zone in autumn (Figure 3, bottom-right).

The variability peaked in spring/summer in the northern scenarios, in autumn in the central scenarios, while it was more heterogeneous in the southern scenarios (one peaked in summer, the other in autumn).

5.2. Interpretation of the results

The results presented in section 5.1 cover the simulated variabilities of 500 "control" colony replicates for the whole year and in spring, summer and autumn. In Appendix A the results are presented also per regulatory zone.

The whole range of the simulated variabilities (FOR) includes the “stronger” control colonies i.e. the colonies at the top of the range and the “weaker” ones, i.e. colonies at the bottom of the range. The mean of the range represents the mean variability of the 500 “control” colony replicates.

The colonies showing sizes lower than the mean are the relevant ones for approach #2. This is because the attribute to protect is the colony strength (=colony size). Detrimental effects in the reference tier (i.e. field studies) are expected to cause the mean size of the treated colonies to be reduced compared
to the mean size of the controls. Hence, the part of the range which is below the mean is relevant for defining the magnitude of the effect. Identifying a threshold for the magnitude of acceptable effects in the range above the mean would mean that the effect is acceptable only if it causes the mean colony size in the treatment to be higher than the mean colony size in the control, which is nonsensical in a risk assessment context.

The explicit consideration of the honey bee colony size background variability clarifies the extent to which colonies unexposed to pesticides can deviate from each other, and, most importantly, how much they can deviate from their average size.

The results in Table 3 and in Figure 3 show the percentage of colony size “reduction” which correspond to a fraction of colonies retained in the OR. These percentages of size “reduction” are calculated as difference between the mean colony size and the lower limit of the OR. The results can also be read as selecting a ROR by defining a given percentile of the colony size variability distribution as the lower limit of the ROR.

Retaining in the ROR 95% of the total colony size variability (lower limit at the 5\textsuperscript{th} percentile of the FOR or the 90\% (lower limit at the 10\textsuperscript{th} percentile) is equivalent to excluding, for the definition of the magnitude of acceptable effect, the 5\% or the 10\% weakest colonies. If these restrictions are selected to determine the threshold of acceptable effects when this threshold is used to evaluate a pesticide, it means that the mean colony size of the exposed colonies in the treatment group should always be larger than all the 5\% or 10\% most vulnerable colonies in the control. In other words, the treatment colonies must, on average, perform better than the 5-10 \% weakest control colonies, in order to meet the SPG.

It has to be noted that the exclusion of only 5\% of the colonies would significantly reduce the range of the background variability, and thus the threshold for acceptable effect on colony size reduction. By taking as example the scenario with the lowest variability over the entire year, the threshold would be 9.9\%, instead of 20.3\% without restriction. In the same scenario, when 10\% of the colonies are excluded, the range of the variability is only slightly reduced, and the threshold would be 7.3\% and so on. It is clear that, the narrower the range, the smaller – and thus more conservative – is the magnitude of the acceptable effect.

**Summary box 5**

**Percentages of colony size reduction**

Threshold(s) of acceptable effects represent percentage(s) of mean colony size reduction.

A threshold of X\% (for example 20.3\%, or 9.9\%, or 7.3\%, or 4.8\% etc) indicates that the mean size of colonies exposed to a pesticide (i.e. the treatment) should not be lower by more than X\% (for example 20.3\%, or 9.9\% or 7.3\%, 4.8\% etc) compared to the mean size of the colony in the control.

5.2.1. **Recommendations on how to interpret the results**

The background variability and the analysis of its distribution should support the selection of a threshold of acceptable effects. Further considerations are necessary on how to use this analysis for determining the threshold of acceptable effect. In particular, the following is recommended:

- **Colony size reductions of one third were already identified (see section 3.3) as a threshold potentially leading to the impairment of the colony viability.** The results of the simulations show that, in some circumstances (see Table 3), the distance between the mean size and the lower limit of the OR (either FOR or ROR) is close to or even higher than one third (i.e.33\%).

- **By using a more restricted OR the weaker colonies are left out, and therefore the threshold of acceptable effects is more conservative.** The results of the simulations show that only a few colonies are substantially weaker than the average colony size, even when no exposure to pesticide is considered. By restricting the OR for threshold derivation, these weaker
colonies will not be used as a reference for acceptable effects, resulting in a general higher protection level.

- **A restriction to the 50th percentile of the variability should not be considered for the threshold derivation**, since this would mean that, in many cases, only beneficial effects of pesticides are considered acceptable i.e. increase in colony size compared to the control.

- **The threshold of acceptable effect should be implementable in the reference tier**, since, currently, the reference tier is represented by the field studies, it should be realistically measurable in those studies (see section 7).

More considerations about variability distributions in risk assessment and selection of relevant thresholds can be found in Appendix C.

Additional considerations for selecting the OR restrictions/or the threshold of acceptable effect can be found in section 8.

### 5.3. Plausibility of the model simulations

As previously mentioned (section 4.4.2), colony size data have been extracted from control colonies of 32 field studies. These data were not used in the calibration phase, so they are fully independent from the model simulations. Almost all field studies were conducted in the central zone. Five studies were formally conducted in the Southern zone, but the location of three of them (Alsace and Champagne) is probably more representative of central European conditions. None of the studies was carried out in the Northern zone. Starting from these, the variability in size between replicate colonies at every measurement time point has been quantified as coefficient of variation (CV), i.e. the standard deviation divided by the mean.

Overall, these experimental data show two very clear trends:

1) The variability of the CV among studies is extremely high. This can be considered as the “variability of the variabilities” and shows that, while in some studies the colony size was relatively similar among replicates, in some other studies this was not the case.

2) Overall, the CV tends to increase with time (see Figure 7). This is likely to happen because, at the beginning of field studies, colony sizes are often purposefully equalised, in order to have more meaningful comparisons.

The present modelling analysis simulates colony dynamics for one year. Hence, only data related to the first year of each study were retained. Furthermore, studies presenting a CV > 0.3 at the start of the test period were excluded, as this rather high variability was already there before the colonies were placed in a common environment. Having too high variability (i.e. CV > 0.3) would have resulted in a non-plausible comparison with the model results which started with a CV ≈ 0.1 at the beginning of the simulation. This led to the exclusion of 87 data points, while 210 were kept for the analysis.

The comparison of the variability from field studies and from the simulated scenarios is presented in Figure 7. The variability across all the available control replicates from the 32 field studies is represented as CV at certain time together with a median tendency in time. The simulated variabilities are shown as average, minimum, and maximum CV over the three seasons and the different regulatory zones.
Figure 4: comparison of the variability from field studies (open circles) and from the simulated scenarios with BEEHAVE (coloured symbols). The variability is quantified as coefficient of variation (CV) across all the available replicates. While the experimental points express measured variability at a certain time, the values related to simulations express the average (solid symbols), minimum (lower whiskers), and maximum (upper whiskers) CV over the three seasons (triangle=spring, square=summer, circle=autumn). Different colours indicate different regulatory zones (green=south, orange=centre, purple=north) and both the low and the high variability scenarios for each zone are included in the figure. The black solid line expressed the median tendency for the experimental variability in time.

In general, the variability simulated by the model was smaller than the median variability estimated on the basis of the field studies. While the simulated variabilities are generally in the range of the experimental ones, they tend to be in the lower part. Since the simulated colony variability will be the basis for defining acceptable effects, risk managers should consider that an underestimation of the variability is more conservative than an overestimation.

**Summary box 6**

**Plausibility of the model predictions**

The variability simulated by the model was smaller than the median variability observed in field studies, but still in the range of plausible values. An underestimation of the variability is more conservative than an overestimation.

6. **Uncertainties and potential future developments**

As mentioned above, despite relying on the best available science, the simulations presented in this document have several uncertainties. These are related to the intrinsic limitations of predictive models (e.g. simplification of complex natural processes), to specific limitations identified for BEEHAVE, to the relevance of some of the input values for the present analysis, and to the definition of the environmental scenarios.

The influence of some uncertainties was quantified to provide the most comprehensive information to risk managers for the final SPG definition. In particular, the influence of landscape complexity was quantified (see Appendix B).
For other uncertainties, however, such quantification could not be performed within the scope and the timeframe of this exercise. Performing some of these analyses would require profound modification of the model, which is considered outside the scope of the current exercise. Therefore, for those “unquantified” uncertainties the potential influence on the outcome is unknown.

6.1. Limitations of BEEHAVE identified in EFSA PPR Panel (2015)

Among the limitations identified in EFSA PPR Panel (2015), the main one relates to the use of BEEHAVE in the regulatory risk assessment of pesticides. Considering the use of BEEHAVE (see also section 4.1) in the present document, this limitation is deemed neither relevant nor applicable for this analysis. For example, the lack of a pesticide module is unimportant when the simulations are run to address colony dynamics where pesticide exposure is absent.

However, other limitations identified by the EFSA PPR Panel (2015) are still relevant and have the potential to influence the outcome of the analysis presented in section 5. Specifically, some of the default parameters (e.g. food consumption, flight velocity, maximum egg laying, etc.) used in the model are not fully supported by empirical data.

6.2. Limitations of BEEHAVE identified in the present analysis

Additional limitations intrinsic to BEEHAVE for the specific purpose of the simulations have been identified while performing this analysis.

The first aspect regards how foraging intensity is simulated. In the real world, food needs and environmental conditions are both important drivers for the number of bees leaving the hive to forage (i.e. foraging intensity). However, in BEEHAVE, environmental conditions (i.e. temperature and sunlight hours/irradiance) do not determine foraging intensity but are used only to quantify the daily foraging time-window. The influence of this on colony size variability is, at the moment, not quantifiable without introducing significant modifications to BEEHAVE.

Perhaps the most relevant aspect is that the variability between replicate runs in BEEHAVE is determined by stochastic (=random) processes described by probability distributions. Stochastic is defined as an event determined by random processes. This means that some of the parameters of the model are not fixed, but assume different values at every run, under equal conditions, on the basis of probability distributions. The variation in the value(s) of these parameters determines the variability in the model output.

In BEEHAVE, stochasticity concerns two main processes – mortality and forager activity:

- Mortality of single bees is random in BEEHAVE. However, this occurs with different pre-defined probabilities. In-hive bees die with different daily probabilities for each life stage (eggs, larvae, pupae, adult, all different for drones and workers). Scarcity of nurse bees or lack of pollen may influence brood mortality as well, but these aspects are not random and they are added on top of the stochastic mortality. Foragers have a certain probability of dying for every second spent foraging, so that longer foraging times entail higher mortality probability.
- Forager activities have several random aspects: the choice of a bee to start or stop its foraging activity, the choice to forage pollen and/or nectar are all determined by probabilities, which are in turn driven by the hive needs. The detection of a flower patch occurs with a certain probability, driven in our analysis by the patch size and its distance from the hive.
- Other stochastic parameters exist for the Varroa module of BEEHAVE, which was not used in the present simulations (see section 6.4).

While the stochastic approach per se can be considered reasonable, there seems to be a lack of explicit justification for the probability distributions chosen in the model. Also in this case, the influence of this aspect on the colony size variability was not quantified.
6.3. Relevance of input values for the present analysis

The objective of the present work is to illustrate an analysis of colony strength background variability for a perfect control in the reference tier of the risk assessment (i.e. a field study). This entails two main aspects:

- the conditions surrounding the simulated colonies should resemble the typical habitat for honey bees in agricultural areas, where field studies are carried out.
- a complete lack of exposure to pesticides, since this should serve as a benchmark for effects of pesticides.

In the real world, agricultural areas are unlikely to be completely pesticide-free, while this could be the case for some non-agricultural areas (e.g. mountains, forests). However, habitats in these areas are completely different in terms of structure, food availability, competition and predation compared to agricultural areas.

Some aspects related to the habitat structures (i.e. food availability etc.) can be dealt with directly in the model by adjusting some of the scenario parameters. Limitations in the simulated habitat structure, also in terms of food availability, are discussed in detail in the next section.

BEEHAVE makes use of input values, i.e. not calculated by the model but imposed by the user, describing the biology of bees. These encompass aspects related to reproduction and development (e.g. max egg laying, length of each life stage, etc.), foraging (e.g. flight velocity, maximum amount of pollen and nectar carried by one bee, time needed for food collection and unloading, etc.), food consumption, mortality (probability of death for in-hive for adult and brood, foraging mortality etc.), and brood care (e.g. maximum amount of brood nurse bees can care for).

Some of these input values are known to be robustly estimated: for example, the developmental time of eggs, larvae, and pupae are known to be the same in agricultural areas and in the laboratory. However, at least in principle, each one of the aforementioned biology-related input values can be influenced by both the habitat type and exposure to pesticides (or to any other hazardous chemical). Hence, the conditions of the experimental studies used to derive these input values are relevant.

For mortality of adult bees, the input values were calibrated on the basis of the data included in the recent review of the evidence of bee background mortality (EFSA et al, 2020a). For that review, data from both agricultural and non-agricultural areas were considered, but studies presenting evidence that bees were exposed to synthetic pesticides were excluded.

The maximum egg-laying rate over time was adjusted for each scenario considering daily temperature and sunlight hours. However, the starting point was the egg-laying rate used by Becher et al. (2014), which was based on a previous model (Schmickl and Crailsheim, 2007). This model made use of observations from Ebert (1922). While it was not possible to ascertain whether these observations were performed in agricultural areas, considering the time of publication it is safe to assume that bees were not exposed to synthetic pesticides in the original study.

The origin of all other input values had not been investigated in depth, but many were derived from rather old studies, whose level of detail does not allow to ascertain whether they were carried out in agricultural areas or not.

6.4. Uncertainties in the scenario definition

The main limitations of the definition of the scenarios is related to the lack of suitable ready-to-use data. While some aspects were satisfactorily addressed (i.e. climatic conditions, average mortality rate of foragers) by using available data, others relied on indirect estimations, which entailed relevant uncertainties in the final outcome.

The main source of uncertainty in this sense is related to food (i.e. pollen and nectar) availability. While some data are available in the literature (Becher et al. 2016, Agatz et al. 2019, Baude et al. 2016, Timberlake et al. 2019) these are too scattered to establish reliable food levels in all the scenarios.
Hence, nectar levels in the landscape were indirectly calibrated by aligning as much as possible the simulated amount of harvested honey with available data on average honey yield (FAOSTAT; European Commission, 2020; Chauzat et al., 2013). However, these available data are averages at country level and might not be representative for the specific selected locations. Hatjina et al. (2014) reported site-specific data for two years and several European locations, but: 1) these locations did not overlap with the scenario locations used in this report, and 2) extrapolation was hampered by the lack of a clear geographical pattern.

Realistic pollen levels were also indirectly estimated by using experimental nectar:pollen ratios available in the literature (Becher et al. 2016, Agatz et al. 2019).

The scenario calibration exercise also considered data on maximum colony size. Hatjina et al. (2014) reported information for a larger area, but no consistent geographical pattern could be identified in the two years of the study. Finally, the results from the beekeeper survey proved to be of limited reliability (as already noted in EFSA et al., 2020a) with a very limited coverage of southern countries and several unrealistically high values indicated (e.g. >1 million bees per hive). Overall, the available information on average colony size could only be used qualitatively to check that plausible values were simulated, but not to calibrate differences between scenarios.

The influence of adopting a simplified landscape description was analysed systematically (see Appendix B). The results of this analysis show that landscape complexity has the potential to increase colony strength variability, mainly via increasing food inflow variability. Consequently, the use of a simplified landscape context, as in the model standard settings, may have resulted in an underestimation of the variability.

BEEHAVE offers the possibility to simulate the effects of *Varroa* mite and two associated viruses: deformed wing virus (DWV) and acute paralysis virus (APV). However, in the present analysis, it was decided not to include a simulation of pathogen infections related to *Varroa*. This decision was taken mainly for two reasons:

- Several concerns were raised by the EFSA PPR Panel in their 2015 statement about this module. The PPR panel concluded that the impact of *Varroa*/viruses on colony survival was underestimated, and that the simulated treatment against *Varroa* might be too effective to be realistic.

- The activation of the *Varroa* module in BEEHAVE entails the selection of many additional parameters (e.g. number of initial mites, initial infection rate, choice between different mite reproductive models, choice between the simulated viruses, etc.), which could be different for each scenario. In the absence of relevant data on these parameters, it was considered that the uncertainty introduced by simulating *Varroa*/viruses may potentially exceed the uncertainty of simulations that explicitly ignore this aspect.

Exploratory simulations were nevertheless performed. They revealed that the activation of the *Varroa* module is likely to increase the colony size variability between replicates. Hence, risk managers should be aware that the choice of not including *Varroa*/virus in the simulation may have resulted in an underestimation of the variability. An underestimation of the variability is more conservative than an overestimation.
Uncertainties/limitation of BEEHAVE

- Any model entails a simplification of complex natural processes.
- The lack of a pesticide module is unimportant when the simulations are run to address colony dynamics where pesticide exposure is absent.
- Some of the default parameters (e.g. food consumption, flight velocity, maximum egg laying, etc.) used in the model are not fully supported by empirical data.
- The source of variability between replicate runs in BEEHAVE is determined by stochastic (=random) processes described by probability distributions.
- Landscape complexity has the potential to increase colony strength variability, mainly via increasing food inflow variability. Consequently, the use of a simplified landscape context, as in the model standard settings, may have resulted in an underestimation of the variability.
- The choice of not including Varroa/virus in the simulation may have resulted in an underestimation of the variability.

6.5. Outlook

As mentioned in section 6.4, many of the uncertainties are related to lack of reliable data with sufficient coverage of different European conditions.

Several ongoing research projects have the potential to fill some of the identified data gaps. For example, B-GOOD (until May 2023) and PoshBee (until May 2023) will collect information on multiple aspects connected to the health of bees (honey bees under B-GOOD and bumble bees and solitary bees under PoshBee). While the focus is mainly on the effects on bee health caused by multiple stressors, it is likely that relevant data about the landscape and other elements related to bee nutrition will also be collected.

Finally, as previously mentioned, EFSA outsourced the development and validation of a mechanistic agent-based model (ApisRAM project). In the context of the development of ApisRAM, data are being collected as input for modelling environmental scenarios (i.e. Denmark, Portugal) at a very high spatiotemporal resolution. This should include the farming activities and phenology of the vegetation.

With the support of the B-GOOD project, additional data will be made available for ApisRAM from 8 other countries including Belgium and the Netherlands (in 2023) which can be used to evaluate the model’s performance. With the support of the university of Jagiellonian (Poland) and the PoshBee project, the university of Aarhus and Trinity College (Ireland) will develop bee population dynamics models for solitary bees and bumble bees (in August 2021 and May 2023, respectively).

The EFSA procurement for the development of ApisRAM is expected to be finalised in August 2021, but it may be another 2-3 years before the model is fully ready for use. An important step to be performed is to show that the population dynamics, the colony structure and behaviour in the model is a good proxy for the real world. Then, further steps need to be taken before it can be used to predict pesticide effects (e.g. further harmonised data collection/generation). Finalisation of the key research projects mentioned above is crucial for supporting further ApisRAM calibration. The same actions would be required for the other bee models (i.e. bumble bees and solitary bees).

It is noted that the analysis presented in this document could be performed with new data and the bee models when they become available. A proper consideration of using ApisRAM (and any other bee models under development) can be fully performed once the models are finalised.
7. **Reference tier (field studies) design in relation to the magnitude of acceptable effect**

7.1. **Preliminary estimation of the requirement for higher tier studies**

The definition of the SPG, and particularly the selected “magnitude” of effect, has a direct impact on the requirements and feasibility of the reference tier testing (i.e. field studies).

To help risk managers make an informed decision, this section aims to provide a preliminary estimation of the higher tier requirements depending on the selected “magnitude” of acceptable effects. These requirements are expressed in terms of number of hives and field replication necessary.

These figures (reported in Table 4) need to be considered as preliminary, as some parameters used in this estimation (e.g. variability between colony sizes, level of type I and type II error as described in section 3.2.1) still need to be discussed and agreed by the Working Group dealing with the review of the EFSA bee guidance document. In addition, these estimations do not consider the increase in variability in time that colonies are likely to experience in field studies. The preliminary estimations in Table 4 show the number of fields and hives that would be needed to detect a certain threshold of acceptable effects. These preliminary estimations assume that five to eight hives are deployed per field, which represents a good coverage of the most common setups used in field studies.

Table 4: estimated total number of fields (i.e. treated + control fields) and bee hives needed in higher tier studies in order to detect different percentages of colony size reduction (i.e. magnitude of acceptable effect) with sufficient statistical power. This table assumes that 5 to 8 hives are monitored per field as an example.

<table>
<thead>
<tr>
<th>Thresholds of acceptable effect (i.e.% of colony size reduction) – SPG magnitude</th>
<th>1%</th>
<th>2%</th>
<th>3%</th>
<th>4%</th>
<th>5%</th>
<th>6%</th>
<th>7%</th>
<th>8%</th>
<th>9%</th>
<th>10%</th>
<th>12%</th>
<th>15%</th>
<th>20%</th>
<th>25%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>8 hives/field</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fields</td>
<td>944</td>
<td>234</td>
<td>104</td>
<td>58</td>
<td>38</td>
<td>26</td>
<td>14</td>
<td>12</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hives</td>
<td>7552</td>
<td>1872</td>
<td>832</td>
<td>464</td>
<td>304</td>
<td>208</td>
<td>112</td>
<td>96</td>
<td>80</td>
<td>48</td>
<td>24</td>
<td>16</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td><strong>7 hives/field</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fields</td>
<td>1014</td>
<td>252</td>
<td>112</td>
<td>62</td>
<td>40</td>
<td>28</td>
<td>16</td>
<td>12</td>
<td>10</td>
<td>8</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Hives</td>
<td>7098</td>
<td>1764</td>
<td>784</td>
<td>434</td>
<td>280</td>
<td>196</td>
<td>140</td>
<td>84</td>
<td>70</td>
<td>56</td>
<td>24</td>
<td>28</td>
<td>14</td>
<td></td>
</tr>
<tr>
<td><strong>6 hives/field</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fields</td>
<td>1108</td>
<td>276</td>
<td>122</td>
<td>68</td>
<td>44</td>
<td>30</td>
<td>22</td>
<td>18</td>
<td>14</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Hives</td>
<td>6648</td>
<td>1656</td>
<td>732</td>
<td>408</td>
<td>264</td>
<td>180</td>
<td>132</td>
<td>108</td>
<td>84</td>
<td>72</td>
<td>48</td>
<td>36</td>
<td>24</td>
<td>12</td>
</tr>
<tr>
<td><strong>5 hives/field</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fields</td>
<td>1242</td>
<td>308</td>
<td>136</td>
<td>76</td>
<td>48</td>
<td>34</td>
<td>24</td>
<td>20</td>
<td>16</td>
<td>12</td>
<td>8</td>
<td>6</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Hives</td>
<td>6210</td>
<td>1540</td>
<td>680</td>
<td>380</td>
<td>240</td>
<td>170</td>
<td>120</td>
<td>100</td>
<td>80</td>
<td>60</td>
<td>40</td>
<td>30</td>
<td>20</td>
<td>10</td>
</tr>
</tbody>
</table>

7.2. **Example from available higher tier studies**

EPPO (2010) offered recommendations for several types of experiments investigating pesticide effects on bees, including field studies. For these, it was specified that field replication is desirable, but “often not feasible because of the requirements for separation”, which leads to a minimum requirement of one field for the treated group and one field for the control group. A minimum of four hives per field was also recommended. With this level of replication, and by using the same preliminary parametrisation used in the previous section, the minimum effect that can be detected as significant is around 25%, that is, when the mean colony size of the treatment group is at least 25% lower than that of the control group.

The most complex field studies ever evaluated by EFSA were considered in the context of the last review of the risk assessment for neonicotinoids applied as seed treatment and granules.
Jaekel (2015) performed a study with one control and two treatment groups (two different substances applied), with one field per group and 6 hives per field. The experiment was replicated in 5 different countries (France, Germany, Hungary, UK, and Poland). Overall, 90 hives were deployed. In that case, the results were presented separately for each country. The same preliminary power analysis used before would estimate that the overall set-up could be able to detect as significant effects close to 10%. However, in that context, the testing on such a wide area would increase considerably the variability, thus decreasing the actual power.

Rolke et al. (2014) used 12 fields (6 for treatment and 6 for control) with 8 hives per field, with a total of 96 hives deployed for the experiment. Nevertheless, the study design presented some issues, as all treatment fields were clustered in one area and all control fields were clustered in another area, thus essentially reducing the replication to 1 treatment area and 1 control area. The post-hoc power analysis, i.e. using the variability observed in the study, carried out within the same project (with a different parametrisation than the one used above) revealed that the setup was able to detect as significant effects between 13.5 and 16.2%.

Rundlöf et al. (2015) used 16 fields (8 for the treatment and 8 for the control) with 6 hives per field, with a total of 96 hives deployed in the experiment. With the parametrisation used in section 7.1, this study design should be able to detect as significant effects close to 8%. The authors performed a power analysis as well, but with a different method and a different parametrisation than the one used in section 7.1. They concluded that their study was able to detect as significant effects of 19%. Extending the study one additional year using 10 fields (6 for the treatment and 4 for control) on the same farms, with 4 hives per field, totalling 40 hives, the authors reported that the setup over the two years resulted in a possibility to detect as significant effects below 5% (Osterman et al. 2019).

Finally, Woodcock et al. (2017) performed the study with the highest level of replication to date. They tested bees in 33 different fields: 11 for the control and 11 for each of the two treatments, as two substances were tested, scattered over three countries (Germany, Hungary, and UK). 6 hives per field were used, with a total of 198 hives deployed. With the parametrisation used for the other examples, this setup would be able to detect as significant effects close to 7%. However, it must be said that a more complex analysis performed by the same authors revealed that their study could detect only a considerably larger effect for the peak colony size with satisfactory power, partly because of the large variability among countries.

7.3. Considerations of the requirements of field studies in the EFSA bee guidance document

In the consultations held during the revision process of the bee guidance document, some stakeholders and MSs expressed concerns regarding the link between the SPG implemented in EFSA (2013) and its practical implementation in the risk assessment, particularly for the field studies. These concerns were related to the practicality and feasibility of detecting a magnitude of effects <7% of colony size reduction with a sufficient statistical power. In addition, concerns were also expressed in relation to the SPG consideration when evaluating field studies.

In particular, some MSs and stakeholders deemed the replication of field studies for addressing this requirement difficult to obtain considering that the foraging area of honeybees around the hive is large and the variation in vegetation and exposure to other pesticides may influence the results. It is difficult to ensure sufficiently controlled conditions for example to prevent cross-contamination.

Some MSs pointed out that to get 200 standardised colonies there is a need to start from 500 colonies (by leaving the weakest and strongest out) and only 2-3 apiculturists in MSs have such a number of colonies. Furthermore, standardisation will disappear in a hive after six weeks.

Overall, the statistical power and the requirements for field studies determined by EFSA (2013) for detecting the magnitude of 7% (e.g. number of replicates, field sites) was considered not feasible in realistic environments.

8. Concluding remarks for decision making process for risk managers

The present analysis provides scientific grounds to risk managers for the review of the SPG for honey bees, according to Step 3 of the EFSA method2 and in particular as regards the quantification of the
magnitude of the effects. Feedback from risk managers is also required for the definition of an appropriate temporal scale.

In practice, the analysis of the background variability presented in this document should support risk managers in defining a threshold (or a set of thresholds based on geographical or seasonal variabilities) equivalent to a certain % reduction in colony size in a similar way as proposed by EFSA (2013).

When defining the threshold(s) of acceptable effects, risk managers should consider the following:

- **Colony size reductions of one third were already identified (see section 3.3) as a threshold potentially leading to the impairment of the colony viability.** The results of the simulations show that, in some circumstances (see Table 3), the distance between the mean size and the lower limit of the OR (either FOR or ROR) is close to or even higher than one third (i.e. 33%).
- **By using a more restricted OR the weaker colonies are left out, and therefore the threshold of acceptable effects is more conservative.** The results of the simulations show that only a few colonies are substantially weaker than the average colony size, even when no exposure to pesticide is present. By restricting the OR for threshold derivation, these weaker colonies will not be used as a reference for acceptable effects, resulting in a general higher protection level.
- **A restriction to the 50th percentile of the variability should not be considered for the threshold derivation,** since this would mean that, in many cases, only beneficial effects of pesticides are considered acceptable i.e. increase in colony size compared to the control.
- **The threshold of acceptable effect should be implementable in the reference tier;** since, currently, the reference tier is represented by the field studies, it should be realistically measurable in those studies (see section 7).

**Additional considerations:**

1) **Why background variability can inform on the definition of the threshold(s) of acceptable effects**

With approach #2, the magnitude dimension of the SPG will be based on a threshold of acceptable effect on colony size reduction identified within the range of the background variability, i.e. variability comparable to control replicates in experimental studies. Using the background variability means that, when evaluating a pesticide, the acceptable effect should not be larger than the variability of colonies not exposed to pesticides.

2) **How reliable are the simulated variabilities?**

- The variabilities simulated by the model were smaller than the median variability observed in the field studies, but still in the range of plausible values.
- The uncertainty of using simple landscape vs complex landscape was quantified. The analysis indicated that the variability in simple landscapes, such as the ones used in the current simulations, may be underestimated.
- The exclusion of *Varroa* from the simulations indicated that simulated variability may be underestimated.
- The impact of other uncertainties is unknown.

An underestimation of the variability should be regarded as more conservative than an overestimation for the purpose of establishing an acceptable effect within the simulated background variability of colony size.

3) **What are the consequences for risk assessment of the OR restrictions?**

The narrower the range, the smaller the magnitude of the acceptable effect.

This means that there is a:

- higher level of conservatism
• lower impact on the provision of the ecosystem services
• lower trigger values for the tier risk assessment, thus higher number of substances that will not pass the risk assessment at the lower tiers
• higher requirements of field experiments (higher replication, higher costs, etc.) to reliably test whether the protection goal is met; therefore, practical limitations of the field studies should be considered.

4) What are the consequences for risk assessment if multiple thresholds are selected?

If risk managers select multiple thresholds of acceptable effects depending on the season/geographic variability, their implementation will require different risk assessments and the development and application of different criteria for the higher tier requirements. The consequence for the approval of the substance may be a highly demanding and non-harmonised risk assessment. This would also make it difficult to extrapolate a field study from one area/season to another.

5) What threshold should be selected in order to be implementable and measurable in field studies?

The selection of the threshold influences the required complexity of the experimental setup for field studies. EFSA is not in the position to express a definitive judgment of feasibility of different experimental setups, which mainly concerns costs and resources availability from the study sponsor. However, the examples of some of the most extensive studies that were recently evaluated (section 7), could be used as a benchmark. It is also important to note that the evaluation of complex field studies would require a high expertise and it is time- and resource-demanding.
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Appendix A – Results of the simulation per regulatory zone

A.1. Results of the simulation for the Northern zone

A summary of the results for the simulations in the Northern zone scenarios is presented in Table A1 and Figure A1. The scenarios in this regulatory zone with lowest and the highest background variability are reported.

Table A1: percentage difference between the mean colony size and the lower limit of the OR for the Northern zone scenarios. The OR is presented as the whole variability range (i.e. the FOR) and as “restricted” variability ranges (RORs) to various extents.

<table>
<thead>
<tr>
<th>Percentile of the variability as lower limit of the OR</th>
<th>% fraction of colonies retained in the OR</th>
<th>% difference between the mean colony size and the lower limit of the OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High variability scenario (E4)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full year</td>
</tr>
<tr>
<td>Whole range</td>
<td>100%</td>
<td>23.3%</td>
</tr>
<tr>
<td>5th percentile</td>
<td>95%</td>
<td>14.7%</td>
</tr>
<tr>
<td>10th percentile</td>
<td>90%</td>
<td>12.1%</td>
</tr>
<tr>
<td>20th percentile</td>
<td>80%</td>
<td>8.6%</td>
</tr>
<tr>
<td>30th percentile</td>
<td>70%</td>
<td>5.7%</td>
</tr>
<tr>
<td>40th percentile</td>
<td>60%</td>
<td>2.9%</td>
</tr>
<tr>
<td>50th percentile</td>
<td>50%</td>
<td>0.1%</td>
</tr>
</tbody>
</table>

* Value > mean, should not be considered for threshold derivation

Figure A1: percentage fraction of colonies retained in the OR / percentile used as lower limit of the OR (upper/lower x-axis) vs. the related percentage difference between the mean and the lower limit of the OR (y-axis), averaged over one year and over single seasons, for the Northern zone scenarios. Left-hand side: E4 scenario (high variability); right-hand side: C4 scenario (low variability).
Results of the simulation for the Central zone

A summary of the results for the simulations in the central zone scenarios is presented in Table A2 and Figure A2. The scenarios in this regulatory zone with lowest and the highest background variability are reported.

Table A2: percentage difference between the mean colony size and the lower limit of the OR for the Central zone scenarios. The OR is presented as the whole variability (i.e., the FOR) and as “restricted” variability ranges (RORs) to various extents.

<table>
<thead>
<tr>
<th>Percentile of the variability as lower limit of the OR</th>
<th>% fraction of colonies retained in the OR</th>
<th>% difference between the mean colony size and the lower limit of the OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High variability scenario (E3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full year</td>
</tr>
<tr>
<td>Whole range</td>
<td>100%</td>
<td>31.1%</td>
</tr>
<tr>
<td>5th percentile</td>
<td>95%</td>
<td>17.9%</td>
</tr>
<tr>
<td>10th percentile</td>
<td>90%</td>
<td>13.2%</td>
</tr>
<tr>
<td>20th percentile</td>
<td>80%</td>
<td>7.6%</td>
</tr>
<tr>
<td>30th percentile</td>
<td>70%</td>
<td>3.6%</td>
</tr>
<tr>
<td>40th percentile</td>
<td>60%</td>
<td>0.8%</td>
</tr>
<tr>
<td>50th percentile</td>
<td>50%</td>
<td>-1.4%*</td>
</tr>
</tbody>
</table>

* Value > mean, should not be considered for threshold derivation

Figure A2: percentage fraction of colonies retained in the OR / percentile used as lower limit of the OR (upper/lower x-axis) vs. the related percentage difference between the mean and the lower limit of the OR (y-axis), averaged over one year and over single seasons, for the central zone scenarios. Left-hand side: E3 scenario (high variability); right-hand side: D2 scenario (low variability).
A.3. Results of the simulation for the Southern zone

A summary of the results for the simulations in the Southern zone scenarios is presented in Table A3 and Figure A3. The scenarios in this regulatory zone with lowest and the highest background variability are reported.

Table A3: percentage difference between the mean colony size and the lower limit of the OR for the Southern zone scenarios. The OR is presented as the whole variability (i.e. the FOR) and as “restricted” variability ranges (RORs) to various extents.

<table>
<thead>
<tr>
<th>Percentile of the variability as lower limit of the OR</th>
<th>% fraction of colonies retained in the OR</th>
<th>% difference between the mean colony size and the lower limit of the OR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>High variability scenario (A1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Low variability scenario (C1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Full year</td>
</tr>
<tr>
<td>Whole range</td>
<td>100%</td>
<td>28.8%</td>
</tr>
<tr>
<td>5th percentile</td>
<td>95%</td>
<td>17.4%</td>
</tr>
<tr>
<td>10th percentile</td>
<td>90%</td>
<td>13.3%</td>
</tr>
<tr>
<td>20th percentile</td>
<td>80%</td>
<td>7.5%</td>
</tr>
<tr>
<td>30th percentile</td>
<td>70%</td>
<td>4.3%</td>
</tr>
<tr>
<td>40th percentile</td>
<td>60%</td>
<td>2.0%</td>
</tr>
<tr>
<td>50th percentile</td>
<td>50%</td>
<td>-0.1%*</td>
</tr>
</tbody>
</table>

* Value > mean, should not be considered for threshold derivation

Figure A3: percentage fraction of colonies retained in the OR / percentile used as lower limit of the OR (upper/lower x-axis) vs. the related percentage difference between the mean and the lower limit of the OR (y-axis), averaged over single seasons, for the Southern zone scenarios. Left-hand side: A1 scenario (high variability); right-hand side: C1 scenario (low variability).
Appendix B – Analysis of landscape complexity

B.1. Background of the issue

The default BEEHAVE landscape used in the analysis described in the main document consists of two flower patches, which are located at different distances from the hive, and have shifted phenology, but are in all other aspects (size, nectar provision, pollen provision, detection probability) identical. Due to current limitation of data availability, a more realistic definition of landscape scenarios based on data was not possible. However, since the EFSA WG considered that the adopted simplification of the landscape was a crucial point, a separate analysis has been set up in order to explore the effect of landscape complexity on the final outcome (i.e. variability in colony size as simulated by the model).

Landscape complexity is defined in many ways in the literature, and even more operative ways for quantifying this concept are available. Nowosad & Stepinski (2019) highlighted that “complexity is a concept defying a precise definition” and they claim that “there is no bona fide metric of landscape overall complexity”. Some authors have quantified landscape complexity by using the amount of natural and semi-natural habitats (see for example Bukovinszky et al., 2017; Cormont et al., 2016; Fijen et al., 2019). More structural attempts to identify the components of landscape complexity focused on the spatial arrangement of the landscape elements (see for example Wang et al., 2019 and Ode et al., 2010). Persson et al. (2010) analysed the relationship between landscape complexity and agricultural land use intensity, finding that they are separate factors, at least at smaller spatial scales.

In this Appendix it is investigated how changing various landscape parameters influences the output of BEEHAVE simulations, with a specific focus on the variability between equal replicate runs.

B.2. Dimensions of landscape complexity

Within the present work, EFSA have identified four dimensions which have the potential to regulate the foraging of the simulated bee hives. These are:

- Size heterogeneity of flower patches, i.e. the difference in size of food areas
- Patch fragmentation, i.e. the degree of scattering in the landscape of the different food patches
- Asynchrony of flowering, i.e. the degree of (lack of) overlap in the flowering period between patches
- Food level heterogeneity, i.e. the difference in food level provided by the different patches

The first two dimensions contribute to describe the spatial aspect of landscape complexity. The third concerns the temporal aspect, while the fourth captures flower source heterogeneity. For each of the four dimension, three different levels (low, medium, high) have been defined. All possible combinations of the three levels and four dimensions have been used for building 81 (3^4) different landscapes (see fig B1 and B2). The overall size of the landscape (i.e. 3000m x 3000m) and the overall area of food patches in the landscape were kept constant, to avoid that food availability and not spatial or temporal aspects determine responses in the scenario simulations. In all landscapes, the food is provided by 9 “building block” patches (see fig. B1), which were changed in size and combined in space.

A description of the implementation of the different dimension is reported below, with the three levels always presented from the simplest to the most complex.

Size heterogeneity of flower patches

- Low: all patches have the same size (total food patch area/9).
- Medium: Patch size vary between 50 and 150%. The total food patch area is still the same.
- Large: Patch size vary between 10 and 200%. The total food patch area is still the same.

Patch fragmentation

- Low: all patches are directly neighboured to each other, building up 1 “field”
- Medium: patches are directly neighboured in group of 3. The resulting 3 “fields” are located in the upper, middle and lower part of the landscape.
- High: all patches are separated from each other, the 9 “fields” are distributed in the 9 quadrants of the landscape.

**Asynchrony of flowering**
- High synchronisation: all patches provide pollen and nectar exactly at the same time.
- Medium synchronisation: groups of three patches provide pollen and nectar at the same time, but each group has a shifted phenology compared to the others.
- Low synchronisation: each patch provides pollen and nectar at a different time.

**Food level heterogeneity**
- Low: all patches provide the same maximum level of pollen and nectar per square meter.
- Medium: the maximum level of pollen and nectar varies between each patch by a small extent (3 patches at 70%, 3 at 100%, 3 at 130%).
- Large: the maximum level of pollen and nectar varies between each patch by a large extent (between 25 and 300%).

**Size heterogeneity**

Figure B1: Spatial arrangement of the 9 food patches used in the analysis of landscape complexity. Size heterogeneity increases from left to right, while patch fragmentation increases from top to bottom. The hive is represented by the small square with the lower-left angle at the origin of the two axes (0,0).
Figure B2: Temporal dynamics of food availability (pollen and nectar) in the 9 food patches used in the analysis of landscape complexity. The heterogeneity related to the maximum food level increases from left to right, while the asynchrony of flowering increases from top to bottom. When less than 9 curves are visible, this is because they are overlapping.

In addition, in order to explore the influence of landscape complexity under different climatic conditions, an entire latitudinal transect identified from the initially selected 20 locations was considered. Specifically, scenarios D1, D2, D3, D4, and D5 were used (see figure 1 in the main text). These locations span from Euboea (Greece) to Lapland (Finland).

The total flowering window in each landscape was adjusted on the basis of the foraging window (following the same approach used in the default 2-patches landscapes).

Overall, simulations were run in 405 different landscapes (81 landscape per scenario x 5 scenarios). 100 replicate runs were performed for each landscape.

**B.3. Results of the analysis**

The statistical analysis carried out on the output of the simulation confirmed that, in general, landscape complexity increases variability in colony size.

Asynchrony of flowering and fragmentation of patches were the main drivers of this process. Heterogeneity in flower patch size had some influence as well, while heterogeneity in food levels never showed a significant effect.
A common analysis was possible for scenarios D2, D3, D4, and D5 by using a linear (mixed) regression model. In order to make the outcome more understandable, the 10th percentile of the variability distribution was arbitrarily selected as the lower limit of the OR. The percentage difference between the mean colony size and this lower limit of the OR, averaged over the entire year, has been used as an indicator. This way the percentage differences reported hereafter are comparable with the values reported in table 3 of the main text and with tables A1-A3 in Appendix A.

This analysis showed that an increase of 1 level (e.g. from low to medium, or from medium to high) of flowering asynchrony, would cause the percentage difference to increase by 3.6%. Similarly, an increase of 1 level in flower patch fragmentation and size heterogeneity, would cause the percentage difference to increase by 2.2% and 0.6%, respectively. From the overall lowest level of complexity to the highest (considering all dimensions together), the model fitted to the simulation data predicts an increase in the percentage difference of 13.6%.

Scenario D1 showed a rather different outcome, with variabilities that achieved considerably higher values. The linear model fitted to the simulation data for D1 was able to satisfactorily describe the observed trend ($R^2=0.76$) by using only asynchrony of flowering, fragmentation of patches, and their interaction.

The presence of an interaction term causes the net effect of each dimension in isolation to be somehow harder to interpret. However, as only two explanatory variables are used in the final model, their joint influence can be easily visualised by means of a 3D plot (fig. B3).

![Figure B3: effect of patch fragmentation and asynchrony of flowering on the percentage difference between the mean and the lowest end of the OR (based on 10th percentile) for scenario D1. Relation as predicted by the linear model fitted to the simulation data.](image)

The regression model indicates that the percentage difference may increase by more than 60% from the lowest to the highest level of the considered range of complexity in scenarios D1. This is obviously a much larger effect than the one observed for the other scenarios.

The reason for this larger effect is likely due to the scenario implementation performed in this analysis. In complex landscapes with high flowering asynchrony between patches, the flowering time in each patch is relatively short. This means that the bees have a relatively short time to discover the flowering patch, and not every patch will be discovered in every simulation run. This is further amplified in fragmented landscapes, as the detection probability decreases with the distance between the hive and the patch. In some replicate runs, bees discovered most food patches soon enough to use them. These runs are characterised by a rather continuous inflow of resources to the hive. On the contrary, in other replicate runs, several flowering events were missed. These can be characterised by gaps in the food inflow, with consequent problems in colony developments. Ultimately, the more complex the landscape, the more variability in the detection of food patches and food inflow, the more variability in colony size.
This is also confirmed by the correlation between average food (e.g. nectar) inflow variability and average colony size variability. This correlation is high for all scenarios ($R^2$ between 0.92 and 0.75).

Interestingly, the slope of this correlation follows a clear latitudinal gradient, suggesting that food inflow variability has a even larger influence on colony size variability when the foraging season is longer. The larger effects seen in scenario D1 is very likely dependent on this last consideration, but perhaps not only. In scenario D1, missing a flowering patch would cause a rather long period of food deprivation, probably longer than larval development. So, if colonies were able to detect most patches “soon enough” they would develop without particular problems, otherwise they would struggle. This effect is mitigated in the other scenarios, as the shorter foraging window also caused a shorter time interval between flowering patches.

### B.4. Conclusions

Overall, the outcome of the present analysis can be summarised in few rather simple conclusions:

- Landscape complexity produced an increase in colony strength variability
- The main drivers were asynchrony of flowering and patch fragmentation
- Landscape complexity increased colony size variability mainly via food inflow variability, which in turn was determined by different food patch detection probabilities
- The effect of food flow variability on colony size variability was stronger in scenarios with longer foraging periods

The quantitative effect of landscape complexity on the percentage difference between the mean and the lower limit of the OR (10th percentile, in this case) was always significant, but somehow limited in scenarios D2, D3, D4, D5 (up to +13.6%). On the contrary, a large effect was seen in scenario D1 (up to + >60%).

The present exercise considered that the hive remained in the same location during the entire year, which is not always the case. In fact, many beekeepers move their colonies, especially in those situations when the food around the hive is scarce. In this sense the situations of higher landscape complexity used in this exercise may not be very frequent for many hives. However, this should be further checked by means of more in-depth analysis, which is not available for the time being.
Appendix C – Variability in risk assessment

In this Appendix a brief overview of the use of probability in the current environmental risk assessment of pesticides is presented.

In the past, risk managers have been asked several times to select thresholds within variability ranges and/or probability distributions (i.e. percentiles) for tuning the risk assessment procedures to the desired level of protection. So, in this respect, the current exercise does not represent a novelty.

Within the domain of the environmental risk assessment, examples of such selections are particularly abundant in the field of the exposure assessment, i.e. selecting the level of exposure to be used in the risk assessment.

The definition and related parameterisation of the FOCUS surface water scenarios aimed to cover at least “a 90th percentile worst-case for surface water exposures resulting from agricultural pesticide use within the European Union” (FOCUS, 2001). In other words, the estimated surface water concentrations used for the risk assessment should be higher than 90% of possible situations occurring in time and space (EFSA et al., 2020b).

Similarly, weather and soil characteristics used in the FOCUS ground water scenarios are combined to result in an overall 90th percentile vulnerability in terms of leaching (FOCUS, 2000). The same 90th percentile goal is also recommended for soil, although this will be applied specifically for each regulatory zone (EFSA, 2015).

The risk assessment for bees in EFSA (2013) is based on an exposure estimation that should cover the 90% (i.e. the 90th percentile) of the hives placed in the vicinity of the treated fields.

The use of probability and/or variability thresholds in risk assessment is however not limited to exposure. Species sensitivity distributions (SSD) are often used to derive HC5 (hazardous concentration for 5% of the species, i.e. the 5th percentile), or analogous hazard estimates (e.g. HR5, HP5). This means that the selected toxicological threshold is protective for 95% of the species. For example, the current risk assessment for non-target plants (European Commission, 2002) considers the SSD as a tool to identify an application rate that would protect (i.e. causing <50% effect) 95% of the species being potentially exposed, leaving out 5% of those. Since no assessment factor is used in such risk assessment, this percentage could immediately be interpreted as the current protection goal, although this was never explicitly agreed.

SSD-derived hazard estimates are also used for assessing risk to aquatic organisms (EFSA PPR panel, 2013). However, the presence of assessment factors complicates the relations between the threshold (5%, i.e. the 5th percentile) of the sensitivity distribution used in the risk assessment and the final object of protection.

All previous examples deal with situations when one of the two main dimensions of the risk assessment (i.e. either the exposure or the hazard) is known to be variable: across space and time, across species, etc. In order to make the risk assessment operational, several times in the past there has been an explicit decision to neglect part of the variability distribution, generally the most “extreme” part. In this respect, the present task for the risk managers does not represent a novelty.

Nevertheless, the present task presents two fundamental differences compared to similar decisions made in the past.

1. The selection of the percentile, unlike all other situations, has an upper bound at the mean of the variability distribution (see figure 1) i.e. often close to the 50th percentile. Selecting a percentile higher than the mean as lower limit of the OR would indeed be nonsensical, as any treatment would need to produce a positive effect on the mean colony size to be considered acceptable.

2. Second, in all examples presented in this section, “pushing” the threshold towards most extreme values (in particular very high percentiles for the exposure assessment goals and very

---

15 Most variability distributions are not heavily skewed (i.e. more or less symmetric), thus the mean and the median are not too dissimilar.
low percentiles for the SSD) would translate into a more conservative risk assessment. On the contrary, in the present task, the selection of very low percentiles as lower limit of the OR would translate in less conservative risk assessments as this would allow for a higher acceptable effect.

By putting together the two points above it derives that the conservativeness of risk assessment will increase with percentiles that get closer to the mean (i.e. likely closer to 50th percentile).